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INTRODUCTION

Breast cancer is currently the second most common cause 
of death among women after lung cancer. Approximately 
one out of ten women can develop breast cancer during their 
lifetime according to the American Cancer Society (2012). 
Mammography is a powerful diagnostic tool for early de-
tection, and Computer aided detection (CAD) systems for 
mammography have proven to be effective in facilitating 
early detection and diagnosis, a key factor improving patient 
prognosis and reducing mortality rates (Sampat, Markey & 
Bovik, 2004). There are two types of lesions associated to 
breast cancer� masses and micro-calciʏcations (BI5ADS-
Committee, 2003). Detection of masses is still an open issue 
in research and more challenging problem than the detec-
tion of micro-calciʏcations (Oliver et al., 2010). The work 
of Sampat et al.(2004) and Olivier et al. (2010) presents a 
comprehensive survey.

Mammography with CAD is the most widely researched 
problem of diagnostic radiology (Yoon et al., 2007). A large 

number of works addressed the problem of mass detection 
as a problem of texture analysis: Li et al. (1995), Mencat-
tini et al. (200�), +aindl & Mikes (200�) to cite a few. An 
unsupervised scheme for mass segmentation has proven to 
be feasible and to have many advantages over supervised 
schemes due to great variability of normal tissue texture. Li 
et al. (1995) developed this approach based on a stochastic 
model for texture using Markov Random Fields (MRF).

The same idea of unsupervised texture analysis using local 
neighborhoods is found in Haindl et al. (200�). They pro-
posed an automatic segmentation algorithm for ʏbrous glan-
dular tissue of mammograms based on texture features from 
a MRF model and segmentation based on clustering in fea-
ture space with a multivariate gaussian mixture model. Grim 
et al. (2009) proposed the use of log-likelihood images com-
puted from a multivariate gaussian mixture model of gray 
levels of local neighborhoods. They proposed log-likelihood 
images as a novel visualization tool for human interpreta-
tion and discuss the properties of such statistical constructs 
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Abstract
In the context of image processing algorithms for mass 
detection in mammography, texture is a key feature to be 
used to distinguish abnormal tissue from normal tissue. 
Recently, a texture model based on a multivariate gaussian 
mixture was proposed, of which the parameters are lear-
ned in an unsupervised way from the pixel intensities of 
images. The model produces images that are probabilistic 
maps of texture normality and it was proposed as a visua-
lization aid for diagnostic by clinical experts. In this paper, 
the usability of the model is studied for automatic mass de-
tection. A segmentation strategy is proposed and evaluated 
using 79 mammography cases.
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Resumen
En el contexto de procesamiento de imágenes para de-
tección de masas en mamografía, la textura es una carac-
terística clave para distinguir tejido anormal del normal. 
Recientemente un modelo de textura basado en mezcla de 
gaussianas multivariadas fue propuesto. El modelo produ-
ce imágenes Tue son mapas probabilísticos de la normali-
dad de la textura y fue propuesto como una ayuda de vi-
sualización para diagnostico por médicos expertos. En este 
artículo la usabilidad de dicho modelo es estudiada para 
detección automática de masas. Una estrategia de segmen-
tación es propuesta y evaluada en 79 casos de mamografía.
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for abnormality detection. The scope of their study did not 
include any automatic segmentation or classiʏcation stage.

As suggested by Grim et. al. (2009) the properties of log-
likelihood images for mass detection are: (1) Masses should 
be mapped as regions that are darker than normal tissue on 
log-likelihood images. (2) Borders are enhanced by iso-
countour-like lines that the model produces on the regions of 
transition between texture components. The properties are il-
lustrated in a few cases and no detection strategy is proposed.

The scope of this work is to test these two hypotheses on 
a larger population sample. Qualitative assessment is per-
formed on log-likelihood images and a visualization strat-
egy is proposed. As the model components and samples from 
both normal and abnormal tissue on the log- likelihood fea-
ture space are projected via principal component analysis.

Figure 1. 

MATERIALS AND METHODS

The images used for this study were taken from the Digital 
Database for Screening Mammography (DDSM), mass sets 
BCRP_MASS_0 and BCRP_MASS_1 (Heath et al., 2001). 
These sets contain 39 and 40 cases respectively. Each case 
is called a full ʏeld mammography case (4 images, left and 
right cranio-caudal CC and mediolateral obliTue MLO). 
Each case contains a malignant mass visible in one or two 
images. In total there are: 79 cases, 316 images, out of which 
160 have a visible mass. Ground truth mass contours are pro-
vided with the datasets. The multivariate gaussian mixture 
model for abnormality-enhanced visualization was proposed 
by Grim et al. (2009). 

This model captures normal patterns in each mammo-
graphic case and enhances texture abnormalities based on 
gray level distribution of pixels within a local neighborhood.

Formally, let S be the set of all measurement vectors x 
formed by extracting the gray levels of N pixels of a local 
neighborhood as the center pixel iterates over each pixel of 
each image of case S = {x(1), x(2),... }, x(i)  R N , as illustrated 
in Figure 1. 

Image textures can be modeled with a multivariate gauss-
ian mixture: 

P(X) =   wmF(x| m, m) (1)
m

Where each wm is a mixture proportion satisfying wm ɀ 0  
and m   wm = 1. Each component F(x| m, m) is a mul-
tivariate gaussian with diagonal covariance matrix. The con-
straint on the covariance matrix is due to computational causes.

The model parameters w, μ, } are estimated by the 
EM algorithm (Grim et al., 2009). An efficient implemen-
tation may use lookup tables to save computation time and 
should prevent variable underʐow (Gallego-Ortiz & Fernan-
dez-Mc-Cann, 2011). 

With the estimated model, log-likelihood images are com-
puted over the original texture image at every pixel location 
as the logarithm of the probability in ETuation (1), called 
likelihood when interpreted as a function of parameters .

logP(X| ) = log     wmF(x| m, m) (2)

For model selection, the number of components M = |M| 
and the size of the neighborhood N is assessed by visual in-
spection of the characteristics of log-likelihood images pro-
duced with ETuation (2), computed after model ʏtting for 
various M and N combinations. 

As N is typically on the order of tens to hundreds, the 
model and samples can be projected to a lower dimensional 
space for visualization and characterization purposes. This 
is achieved using principal component analysis (PCA) of 
the data points x  S and the mixture model as follows. Let  
C  R N×N be the covariance matrix of dataset S. The eigen-
analysis of C produces 

CU = U (3)

where ũ is the diagonal matrix with the eigenvalues in non-
increasing order and U is the matrix formed by the corre-
sponding eigenvectors in its columns.

By using the ʏrst k ȿ N eigenvectors Ured , we obtain the 
desired projections z = UTred x.

The projection error, is calculated by reconstructing the orig-
inal data points x from the projections z to get x' = Ured z. The 
average projection error is then given by e =  1     

|S|   ȵx S ')T  
'). The total variability is given by vt =  1     

|S|   ȵx S xTx, so 
that the total variability conserved is v = 1   e     

Vt .
Similarly, the model can be projected by m = UTred  and 

the component covariance matrices by the Tuadratic form,  
ȵ m = UTred ȵ mUred  for all components m =1,...,M. 

RESULTS

Model selection was performed by visual image evaluation 
for several conʏgurations. A good compromise was obtained 
with images down-sampled at 200 μm/pix, with M=36 com-
ponents and N=69 variables. Segmentation of breast tissue 
was undertaken with a simpliʏed model of M=3 and N=69. 

    m
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The model was estimated for each case, i.e. data of the four 
images. Then log-likelihood images are computed for each 
image with the estimated model parameters for the case. Fi-
gure 2 shows three images with masses, original and corres-
ponding log-likelihood images.

Three categories were deʏned after visual inspection of 
masses in log-likelihood images, according to the degree 
they support the mass hypothesis: Positive, Weak, Negative. 
For example in Figure 2, case 0016 is a ‘positive’ because 
the center of the mass is darker than the surrounding regions 
and there are contour lines. Cases 146� and 1134 are ‘Weak’ 
since even if there are contour lines, the mass center is not 
darker than the surrounding tissue. Under weak classiʏcation 
fall the images that have one of the properties but not both. 
Finally, negative cases are those that do not have any of the 
expected properties. Classiʏcation counts are summarized 
in Table 1. The weaker hypothesis among images was the 
darker seed over mass region.

To investigate the geometry of the feature space, PCA was 
used to project data and model as discussed. For this purpose 
a dataset of mass and normal tissue was selected from each 
case using ground truth data of the database. 

(d)                                                           (e)                                                          (f)

Figure 2. Original images and their log-likelihood images

Figure 3 summarizes the results of projecting the model 
along with the datasets to k=2 dimensions. The ratio of va-
riability conserved in these projections are: 0.99�79, 0.99�5 
and 0.9994 respectively.

Figure 3 depicts for each of the illustration cases: the pro-
jected estimated model as contour lines and surfaces respec-
tively and both normal tissue feature vectors as small dots 
and small triangles for mass tissue feature vectors over the 
contour lines plot, while only mass vectors are plotted on the 
log-likelihood surfaces.

DISCUSSION

Log-likelihood images produced by the model were less 
discriminating than expected for the mass hypothesis. Only 
57.5% of the mass image cases have a positive or weak de-
gree of agreement. Weak images are mostly lacking dark 
cores for mass regions (ʏrst hypothesis). The performance 
of a detection algorithm searching for dark regions and some 
sort of concentric activity will present a similar performance. 

Table 1. lassi a on o nts

i e Weaks ega es Totals

absolute count 20 72 160

rela e frac on 0 12 0 0 2 1 0

Visualization of some typical cases evidences the fact 
that the texture representation obtained by taking the gray 
levels of local neighborhoods in raster order resides in re-
gions very close to the hyper diagonal of the feature space,  
x1 = x2 = ... = xN . The distribution of examples in the bi-
dimensional plots in Figure 3 are concentrated along the ʏrst 
principal component axis u1, the horizontal axis in these 
plots. The amount of variability conserved in this low dimen-
sional projection is of 99 %, which suggests that the geom-
etry of the high dimensional space is not very different. 

Note also that, in general, the representation fails to dis-
criminate normal texture from abnormal texture because 
mass and normal feature vectors are closely interlaced or 
superimposed in the feature space. From the perspective of 
the model, sometimes the mass feature vectors may fall in 
model valleys, as evidenced in Figures 3a and 3b for Case 
0016, but, in general, they fall in dense regions not always 
with low probability densities as in Figures 3c to 3e for cases 
146� and 1134.

The above information suggests that the local representa-
tion alone is not enough to discriminate between mass and 
normal tissues. The absence of dark cores for masses can 
be explained by the fact that local texture representations 
of masses and dense normal tissue are very similar. To clas-
sify them more precisely, a more sophisticated feature space 
should be studied, somehow including the multi-scalar as-
pects of texture. For that purpose we believe that a combi-
nation of both local and context features may improve the 
performance of an initial detection system based on texture 
analysis (Hupse & .arssemeijer, 2009). Conceptually this 
could extend this approach and is suggested as future work.
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CONCLUSIONS

This study focused on the usability of a gaussian mixture 
model based on local neighborhood intensities for automatic 
mass detection. It revealed that the mixture model is ʐex-
ible enough to capture the complexity of normal tissue and 
to adapt, in an unsupervised fashion, to the distribution of 
each mammography case. However, the selected texture rep-
resentation is not discriminating enough since in most cases 
normal and mass examples overlap. 

The proposed framework provides a means to visualize re-
sults from different texture representations by using projec-
tion techniTues. These visualizations provide insight into the 
feature space geometry and allow us to monitor the ʏtness of 
the model to the underlying distribution. Further investiga-
tion is suggested in relation to these ideas.

Note: This project was ʏnanced by CODI (Comité para el 
Desarrollo de la Investigación de la Universidad de AntioTuia).
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